# COLLAPSE OF A ONE-DIMENSIONAL CAVITY* 

## S.P. BAUTIN

Isentropic potential flows arising when a one-dimensional cavity collapses into an ideally polytropic continuous medium are examined. The analysis is carried out up to the instant of focussing or up to the instant infinite gradient arise in the flow. As a result of the investigation of the analytic solutions in special variables for the polytropy exponent $1<\gamma<3$, it is proved that a free boundary separating the medium and the vacuum moves for some time with a constant velocity. Next, the solution is sought in physical space as a series in a neighborhood of the free boundary. When: $\gg 1$ it is proved that the series converges and the free boundary's acceleration begins only from the instant of origin of an infinite gradient. An ordinary differential equation is obtained, governing the behavior of the gradient on the free boundary. The solutions of this equation are studied by numerical calculations and particular solutions are found. It turned out that the instant of origin of the singularity depends in an essential manner on the initial data. Exponents $\gamma_{*}$ are introduced, such that when $\gamma \leqslant \gamma_{*}$ there are no singularities on the free boundary up to the focussing instant if at the initial instant the medium was homogeneous and at rest. When $\gamma>\gamma_{*}$ the function $t_{*}=t_{*}(\gamma)$, viz., the instant of origin of an infinite gradient on the free boundary, is obtained. Calculations carried out by a difference scheme showed that when $\gamma \leqslant \gamma_{*}$ up to the focussing instant and when $\gamma>\gamma_{*}$ up to instant $t_{*}$ there are no large gradient inside the whole flow region. The exponents $\gamma_{*}$ coincide with those found earlier papers (**) in which the problem being investigated was investigated by means of constructing several terms of asymptotic series. It is concluded that when $1<\gamma<3$ the free boundary moves for some time $t_{*}>0$ at a constant velocity, and when $\gamma \leqslant \gamma_{*}=1+2 / \beta$ the time $t_{*}$ coincides with the focussing instant $t_{1}=(\gamma-1) / 2$ and $t_{*}<t_{1}$ when $\gamma>\gamma_{*}$. The complete construction of the asymptotic expansions and the exact estimates of these expansions was not carried out. Power series solving the oxiginal problem in the exact statement are constructed recurrently in this paper. All the facts obtained are proved on the basis of the study of the convergence domains of these series. When $1<\gamma<3$ they coincide with earlier derivations.

1. We examine an at-rest homogeneous ideally polytropic medium with exponent $\gamma>1$ and a vacuum separated by a surface (a cylinder or a sphere, where the vacuum is inside and the medium is on the outside). At instant $t=0$ the surface is instantaneously removed and a onedimensional flow of the medium into the vacuum commences. The region of the flow being examined, is bounded, on the one, hand, by the free boundary separating the medium from the vacuum and moves with the medium's velocity on this boundary, and, on the other, by a weak discontinulty which separates it from rest and moves with the velocity of sound $c_{0}$ in the medium at rest. In the planar case the solution is a centered simple rarefaction wave with linear profiles of the velocity and of the velocity of sound; the free boundary moves with constant velocity $2 c_{0} /(\gamma-1) / 1 /$.

It is difficult to solve the stated problem in the physical space ( $x, t$ ) because of the presence at $t=0$ of an infinite gradient which is instantaneously "smeared", and the flow resembles a centered wave. Therefore, as in $/ 2 /$, we can consider the boundary-value problem for the analog of the potential $\Psi(r, t)$ in the space of the variables ( $r, t)(r$ is the medium's velocity, $i=2$ corresponds to cylindrical symmetry, $i=3$, to sperical)

[^0]\[

$$
\begin{align*}
& \Psi_{t t} \Psi_{r r} \Psi_{r}+(i-1)(\gamma-1) r \Psi_{r r}\left(\Psi_{t}-r^{2} / 2\right)=\Psi_{r}\left[\left(\Psi_{r t}-r\right)^{2}-(\gamma-1)\left(\Psi_{t}-r^{2} / 2\right)\right]  \tag{1.1}\\
& \Psi(0, t)=c_{0}{ }^{2} t /(\gamma-1), \quad \Psi_{r}(0, t)=c_{0} t+R_{\theta}, \quad \Psi_{r r}(r, 0)=0
\end{align*}
$$
\]

The conditions as $r=0$ are a consequence of the fact that a weak gap separates the flow from rest and moves with velocity $c_{0}$. The constant $R_{0}>0$ prescribes the surface's position at $t=0$. Without loss of generality we can take it that $c_{0}=R_{0}=1$. The last condition in (1.1) is a consequence of the surface's instantaneous removal. In a neighborhood of point ( $r=0$, $t=0$ ) problem (1.1) has a unique analytic solution $/ 3 /$, and the convergence domain of the series in powers of $r$ is unbounded in $t / 4 /$. The flow in the physical space can be recovered by the formulas ( $\Phi(x, t)$ is the flow's potential, $c$ is the velocity of sound)

$$
x=\Psi_{r}, \quad \Phi_{x}=r, \quad c^{2}=(\gamma-1)\left(\Psi_{t}-r^{2} / 2\right)
$$

We construct the solution of problem (1.1) as

$$
\begin{equation*}
\Psi(r, t)=\sum_{k=0}^{\infty} \frac{T_{k}(r) t^{k}}{k!} \tag{1.2}
\end{equation*}
$$

Then the initial and boundary conditions in (1.1) become the relations

$$
\begin{aligned}
& T_{0}(0)=0, \quad T_{1}(0)=1 /(\gamma-1), \quad T_{k}(0)=0 \\
& T_{0}{ }^{\prime}(0)=1, \quad T_{1}^{\prime}(0)=1, \quad T_{k}^{\prime}(0)=0, \quad k \geqslant 2 ; \quad T_{0}{ }^{\prime \prime}(r)=0
\end{aligned}
$$

Therefore, $T_{0}(r)=r$. Having set $t=0$ in Eq. (1.1) and allowed for the form of $T_{0}(r)$, we obtain

$$
\left(T_{1}^{\prime}-r\right)^{2}=(\gamma-1)\left(T_{1}-r^{2} / 2\right)
$$

Using the condition for $T_{1}(0)$ (the condition on $T_{1}^{\prime}(0)$ will be automatically fulfilled), we finally find

$$
T_{1}(r)=\frac{1}{\gamma-1}\left(\frac{\gamma-1}{2} r \pm 1\right)^{2}+\frac{r^{2}}{2}
$$

Henceforth, we choose the plus sign corresponding to the collapse of the cavity (the minus sign corresponds to expansion). Having differentiated Eq. (l.l) with respect to $t$, set $t=0$ and allowed for the forms found for $T_{0}(r)$ and $T_{1}(r)$, we obtain for $T_{2}(r)$ the equation

$$
\begin{aligned}
& T_{2}^{\prime}-(3 \gamma-1) T_{2} /(\dot{ })=(i-1)(\gamma-1) r v / 4 \\
& v=1+(\gamma-1) r / 2
\end{aligned}
$$

The condition $T_{2}(0)=0$ ensures the solution's uniqueness, while the condition $T_{2}^{\prime}(0)=0$ is fulfilled automatically. As a result

$$
\begin{aligned}
& T_{2}(r)=\frac{(i-1)(\gamma+1)}{(\gamma-1)^{2}}\left[\frac{v^{\alpha+1}}{(2-\alpha)(1-\alpha)}+\frac{v^{3}}{2-\alpha} \cdots \frac{v^{3}}{1-\alpha}\right] \text { when } \quad \gamma \neq \frac{5}{3}, 3 ; \quad \alpha=\frac{\gamma+1}{2(\gamma-1)} \\
& T_{2}(r)=6(i-1) v^{2}\left[v \ln v-\frac{r}{3}\right], \quad \gamma=\frac{5}{3} \\
& T_{2}(r)=(i-1) v^{2}[r-\ln v], \quad \gamma=3
\end{aligned}
$$

When integrating, $|v| a p p e a r s$ and to avoid unnecessary awkwardness we consider the case $r>$ $-2 /(\gamma-1)$. Note that $\alpha>1$ when $\gamma<3$.

Having differentiated Eq. (1.1) $k$ times ( $k>2$ ) with respect to $t$, set $t=0$ and allowed for the forms of $T_{0}$ and $T_{1}$, we obtain for $T_{k+1}$ the equation

$$
\begin{aligned}
& T_{k+1}^{\prime}-\frac{(\gamma-1)(k \alpha+1)}{2 v} T_{k+1}=\frac{1}{2 v} F_{k+1} \\
& F_{k+1}=\sum_{p=2}^{k} N T_{p}^{\prime \prime} T_{q+2}+\eta_{1} \sum_{p=2}^{k-1} N q T_{p}^{\prime \prime} T_{q+1}+\gamma_{1} k \sum_{p=2}^{k-1} C_{k-1}^{p} T_{p}^{\prime} T_{q+1}+ \\
& \quad \sum_{p=2}^{k} N T_{p}^{\prime \prime} \sum_{l=2}^{q} C_{q}^{l} T_{l}^{\prime} T_{q-l+2}+\gamma_{1} k(k-1) \eta_{1} T_{k}+\frac{\eta_{2}}{\gamma_{2}} v^{2} T_{k}^{\prime \prime}+ \\
& \quad \eta_{2} \sum_{p=1}^{k-2} N T_{p+1} T_{q}{ }^{\prime \prime}+\gamma_{1} \eta_{2} k T_{k}-\sum_{p=1}^{k-2} N T_{q} \sum_{l=1}^{p-1} C_{p}^{l} T_{l+1}^{\prime} T_{p-l+1}- \\
& \quad \eta_{1} k \sum_{p=1}^{k-2} C_{k-1}^{p} T_{p+1}^{\prime} T_{q}^{\prime}-2 v \sum_{p=1}^{k-2} N T_{p+1}^{\prime} T_{q}^{\prime}-2 v \eta_{1} k T_{k}^{\prime}+
\end{aligned}
$$

$$
\begin{gathered}
\gamma_{2} \sum_{p=1}^{k-2} N T_{p+1} T_{q}^{\prime}+\gamma_{2} \eta_{1} k T_{k}-\sum_{p=1}^{k-1} N T_{p+1}^{\prime} T_{q+1}^{\prime} \\
\gamma_{1}=\frac{\gamma+1}{2}, \quad \gamma_{2}=\gamma-1, \quad q=k-p, \quad N=C_{k}{ }^{p} \\
\eta_{1}=\frac{\gamma+1}{\gamma-1} v-\frac{2}{\gamma-1}, \quad \eta_{2}=2(i-1)(v-1)
\end{gathered}
$$

If in $F_{k+1}$ the upper limit in the sums is less than the upper, then such a sum equals zero by definition. We note that $T_{l}, T_{l}^{\prime}, T_{l}^{\prime \prime}$ with $2 \leqslant l \leqslant k$ occur in $F_{k+1}$. The initial conditions $T_{k+1}(0)=0(k \geqslant 2)$ ensure the solutions' uniqueness, while the conditions $T_{k+1}^{\prime}(0)=0$ are automatically fulfilled. This can be shown by induction, taking into account that either $r$ or $T_{i}$ or $T_{l}^{\prime}(2 \leqslant l \leqslant k)$ enter as multipliers in each summand of $F_{k+1}$. The form of $T_{k+1}(r)$ can be written out in terms of a quadrature

$$
T_{k+1}(r)=v^{k \alpha+1}\left[C_{k+1}+\frac{1}{Y-1} \int F_{k+1}(v) v^{-k c \alpha-2} d v\right]
$$

where the $C_{k+1}$ is uniquely found from the initial conditions. Series (1.2) solves problem (1.1); the series coefficients are locallay analytic functions of $r$. Therefore, series (1.2) is a locally convergent over-expansion in powers of $t$ of the analytic solution of the problem being examined. For a more exact description of the convergence domain we consider the structure of $T_{k}(r)$.

Assertion. When $k>1$ the coefficients of series (1.2) have the form

$$
\begin{aligned}
& T_{k+1}=v^{2} P_{k+1,1}\left(v, v^{\alpha}, v \ln v\right), \quad 1<\gamma<3 \\
& T_{k+1}=v^{2} P_{k+1,2}(v, \ln v), \quad \gamma=3 \\
& T_{k+1}=P_{k+1,3}\left(v, v^{a}, v^{-1}, \ln v\right), \quad \gamma>3
\end{aligned}
$$

When $1<\gamma<3$ the leading power of $v$ in $T_{k+1}$ equals $\max \{k+2, \alpha k+1\}$. Here $P_{n, m}(v, w, \ldots)$ is a polynomial in its variable, $n, m$ denote the polynomial's number but not its degree.

The proof is carried out in several stages of induction. The inducation's base follows from the form of $T_{2}(r)$. At first is established that $T_{k+1}$ is a polynomial of $v, v^{\alpha}, v^{-1}$, $\ln v$ when $\gamma>1$. This follows from the fact that for finding $F_{k+1}$ we need to multiply out and add $v, v^{k i \alpha m}$, $T_{l}, T_{l^{\prime}}, T_{l^{\prime \prime}}(2 \leqslant l \leqslant k)$ which by the induction hypothesis have the needed form. When finding $T_{k+1}$ the resultant expression is integrated, multiplied by $v^{k \alpha+1}$ and added to $C_{k+1} v^{k \alpha+1}$, i.e. the structure is preserved. The next step is to prove the presence of multipliers $v^{2}$ and the absence of negative powers of $v$ when $\gamma \leqslant 3$. This is ensured by the fact that in $F_{i+1}$ each summand has one of the following expressions as a multiplier: $v^{2}, T_{l}, v T_{l}{ }^{\prime}, T_{l}{ }^{\prime} \times T_{m}{ }^{\prime}(2 \leqslant l, m \leqslant k)$. After the multiplication of a summand of form $v^{2+\beta_{1}} \ln { }^{\beta_{1}} v\left(\beta_{1}, \beta_{2} \geqslant 0\right)$ from $F_{k+1}$ by $v^{-k \alpha-2}$, integration and multiplication by $v^{k \alpha+1}$, the multiplier $v^{2+\beta_{1}}$ is preserved. In the summand $C_{k+1} v^{k \alpha+1}$ the power of $v$ is automatically not less than two since $\alpha \geqslant 1$ when $\gamma \leqslant 3$ and $k \geqslant 2$. Finally, in case $\gamma<3$ in $T_{l}(2 \leqslant l \leqslant k)$ we consider separately integer powers of $v$ and powers of $v$ in whose exponents $\alpha$ entered as a multiplier or a summand. In what follows these powers of $v$ are called fractional powers of $v$. of course, this division is somewhat conditional since there is a countable number of $\gamma$ in the interval $1<\gamma<3$, for which $\alpha$ is an integer. Having assumed that in $T_{l}(2 \leqslant l \leqslant k)$ the maximum integer power of $v$ equals $l+1$, we get that in $F_{k+1}$ the maximum integer power equals $k+2$. After the multiplication by $v^{-k \alpha-2}, v^{-1}$ can appear under the integral only at this maximum power of $u$ (since $\alpha>1$ ). But this is possible only when $\alpha=1+1 / k$, i.e., when $\gamma=2+(k-2) /(k+2)$. Hence, after the integration, ln $v$ can appear only for these values of $\gamma$. If these values of $\gamma$ have still not been examined, then after integration of these summands $\ln v$ does not appear and the maximum integer power of $v$ in $r_{k+1}$ is $k+2$.

Let us consider the fractional powers of $v$. Having assumed that in $T_{i}(2 \leqslant l \leqslant k)$ there are only the powers $(l-1) \alpha+1-l_{1},\left(l-2-l_{2}\right) \alpha+\left(2+l_{2}\right)-l_{3}, l_{1}, l_{2}, l_{3} \geqslant 0$, we get that in $F_{k+1}$ there are only the powers $k \alpha-l_{1},\left(k-1-l_{2}\right) \alpha+\left(2+l_{2}\right)-l_{3}$. After the multiplication of these powers of $v$ by $v^{-h \alpha-2}, v^{-1}$ does not appear since $\alpha>1$. Consequently, after integration and multiplication by $v^{\alpha \kappa+1}$ the powers of $v$ are preserved in the summands being considered, and, in addition, the summand $C_{k+1} v^{k \alpha+1}$ is added to $T_{k+1}$. By the same token we have established that when $\gamma \neq 2+$ $(k-2) /(k+2), k \geq 2 \ln \nu$ does not appear in $r_{k+1}$, and the maximum power of $v$ equals max $\{k+2, k \alpha+$ 1\}. Now let $\gamma=2+\left(k_{0}-2\right)\left(k_{0}+2\right)$ with a fixed $k_{0}>1$. Then, once again examining integer powers of $v$ and fractional powers of $v$ separately, we get that $\ln v$ does not appear in $T_{I}$ when
$l<k_{0}+1$, the highest integer power of $v$ is $l+1$, and the highest fractional power of $v$ is $\max \{l+1,(l-1) \alpha+1\}$. When $k=k_{0}$ the highest integer power of $v$ in $F_{k+1}$ is $k_{0}+2$ and after integration the summand $v^{k, \alpha+1} \ln v$ appears in $T_{k+1}$. But $\alpha=1+1 / k_{0}$, therefore, the summand has the form $v^{k_{n}+2} \ln v$, i.e., the highest integex power is once again $k_{0}+2$. When integrating the fractional powers, $\ln v$ does not arise. When constructing the succeeding $T_{k+1}\left(k>k_{0}\right)$, $\ln v$ and its powers in $F_{k+1}$ has as factors powers of $v$ such that after multiplication by $v^{-\alpha k k-2}$ summands of form $v^{-1} \mathrm{ln}^{\beta} v$ do not appear since $k>k_{0}, a>1$, i.e., ln $v$ does not grow because of the integration, and, therefore, the powers of $\ln v$ grows no faster than the powers of $v$ when $\gamma \neq 2+$ $(k-2) /(k+2)$. Having assumed that $T_{l}=v^{2} P_{l}(v, v \ln v)$ and using the quadrature for $T_{k+1}$, we get that $T_{k+1}=v^{2} P_{k+1}(v$, in $v)$. The assertion has been proved.

Since series (1.2) converges locally, while when $1<\gamma<3$ the series coefficients are polynomials of $v$ and $v \ln v$ and the degrees of the polynomials are not higher than max $\{k+2$, $\alpha k+1\}$, it can be proved, as in $/ 4 /$, that a constant $M>0$ exists such that sexies (1.2) and the series for $\Psi_{r}, \Psi_{t}, \Psi_{r r}, \Psi_{r t}, \Psi_{t t}$ converge in the domain

$$
M \xi^{\alpha} t<1, \quad \xi=\max \{1, v,|v \ln v|\}
$$

In particular, the series listed yield a solution of problem (1.1) for $\quad-2 /(\gamma-1) \leqslant r \leqslant 0$, $0 \leqslant t \leqslant t_{0}, t_{0}>0$. The quantities $T_{k+1}(k>1)$ have co-factor $v^{2}$, therefore, when $r=-2 /(\gamma-1)$ we have $c=0, x=1-2 t I(\gamma-1)$. Thus, in the space of variables ( $x, t$ ) series (1.2) restores the flow in the whole of the region being examined from the weak discontinuity up to the free boundary which moves toward the lessening of $x$ with constant velocity $-2 /(\gamma-1)$ for $0 \leqslant t \leqslant t_{0}$. In the general case $t_{0}$ is less than the focussing time $t_{1}=(\gamma-1) / 2$ of the free boundary into the center of symmetry. For other $\gamma$ the convergence domain is prescribed by the formulas

$$
\begin{array}{ll}
M_{1} \xi_{1} \alpha_{i} t<1, & \xi_{1}=\max \{1, v, \quad|\ln v|\} \quad \gamma=3 \\
M_{2} \xi_{2} \alpha_{2} t<1, & \xi_{2}=\max \left\{1, v, v^{-1}, \quad|\ln v|\right\} \quad \gamma>3
\end{array}
$$

$M_{1}, M_{2}, \alpha_{1}, \alpha_{2}$ are positive constants. Therefore, when $t>0, v=0$ the series automatically diverge (the summands $t^{k} \ln ^{\alpha_{3}} v$ and $t^{k} v^{\alpha d}$ when $t>0, v \rightarrow 0$ grow as $k$ grows), and on the basis of an analysis of these series it is not possible to derive any mathematically precise facts concerning the constancy of the flow velocity or the acceleration of the free boundary. We note that formally when $\gamma=3$ we have $c=0$ and $x=1-2 t /(\gamma-1)$ when $r=2 /(\gamma-1)$ i.e., formally here the free boundary's motion takes place with a constant velocity.
2. We now consider the flow in the space of $(x, t)$. If for the equation

$$
\begin{align*}
& \Phi_{t t}+2 \Phi_{t x} \Phi_{x}+\left(\Phi_{x}^{2}-c^{2}\right) \Phi_{x x}-(i-1) c^{2} \Phi_{x} / x=0  \tag{2.1}\\
& c^{2}=1-(\gamma-1) \Phi_{t}-(\gamma-1) \Phi_{x}^{2} / 2
\end{align*}
$$

describing the flow's potential, we specify at $t=t_{0}>0$ the analytic initial conditions

$$
\begin{equation*}
\Phi\left(x, t_{0}\right)=\varphi_{1}(x), \quad \Phi_{t}\left(x, t_{0}\right)=\varphi_{2}(x), \quad x \geqslant x_{0}=1-2 t_{0} /(\gamma-1)>0 \tag{2.2}
\end{equation*}
$$

then by the Cauchy-Kovalevskaya theorem the resultant problem has a unique analytic solution. The prescribing of conditions (2.2) is equivalent to prescribing the velocity of sound and the medium's velocity at $t=t_{0}$. Later on we study the question on whether the free boundary in the solution of problem (2.1), (2.2) moves for some time with constant velocity if the initial data (2.2) satisfy the additional conditions

$$
\begin{equation*}
c^{2}\left(x_{0}, t_{0}\right)=\frac{\partial c^{2}}{\partial_{x}}\left(x_{0}, t_{0}\right)=0, \quad \Phi_{x}\left(x_{0}, t_{0}\right)=-2 /(\gamma-1) \tag{2.3}
\end{equation*}
$$

(In particular, they are satisfied by the centered rarefaction wave and by the solution obtained in Sect.1). We study as well the question on whether the initial data are compatible with the solution resulting from the decay of the discontinuity when $t=0$.

To answer the questions posed we make the change of variables $z=x+2 t /(\gamma-1)-1, t^{\prime}=t$, i.e., as a new coordinate axis we take the assumed free boundary. In what follows we omit the prime. The conditions

$$
\Phi_{x}(0, t)=-2 /(\gamma-1), \quad c^{2}(0, t)=0
$$

are prescribed when $z=0$. As a result we obtain the problem

$$
\begin{aligned}
& \Phi_{z z}\left[\frac{4}{(\gamma-1)^{2}}+\frac{4}{\gamma-1} \Phi_{z}+\Phi_{z}{ }^{2}-c^{2}\right]+2 \Phi_{z t}\left(\frac{2}{\gamma-1}+\Phi_{z}\right)+ \\
& \left.\Phi_{t t}-(i-1) c^{2} \Phi_{z} / 11-2 t /(\gamma-1)+z\right]=0 \\
& c^{2}=1-2 \Phi_{z}-(\gamma-1) \Phi_{t}-(\gamma-1) \Phi_{2}{ }^{2} / 2 \\
& \Phi(0, t)=(\gamma+1) t /(\gamma-1)^{2}, \Phi_{z}(0, t)=-2 /(\gamma-1)
\end{aligned}
$$

which is a characteristic Cauchy problem and, therefore, has a nonunique solution. Having represented the solution as

$$
\begin{equation*}
\Phi(z, t)=\sum_{k=0}^{\infty} a_{k}(t) z^{k} \tag{2.4}
\end{equation*}
$$

we get that the coefficients $a_{k}(t)$ must satisfy the ordinary differential equations

$$
\begin{align*}
& \left(a^{\prime}+a^{2}\right)^{\prime}+(\gamma+1) a\left(a^{\prime}+a^{2}\right)-\frac{2(i-1)\left(a^{\prime}+a^{3}\right)}{1-2 t /(\gamma-1)}=0, \quad a=2 a_{2}  \tag{2.5}\\
& a_{k+1}^{\prime \prime}+a_{k+2}^{\prime}\{(\gamma-1) a+2(k+2) a-2(i-1) /[1-2 t /(\gamma-1)]\}+ \\
& \quad(k+2) a_{k+2}\left\{(k+1)\left(\frac{\gamma-1}{2} a^{\prime}+\frac{\gamma+1}{2} a^{2}\right)+(\gamma+1) a^{2}+\right. \\
& \left.\quad 2 a^{\prime}-2(i-1) a /[1-2 t /(\gamma-1)]\right\}= \\
& \quad P_{k+2}\left(\frac{1}{1-2 t /(\gamma-1)}, a_{2} a_{2}^{\prime}, a_{2}^{\prime \prime}, \ldots, a_{k+1}, a_{k+1}^{\prime}, a_{k+1}^{\prime \prime}\right), \quad k \geq 1
\end{align*}
$$

Because it is unwieldy we do not present here the actual form of $P_{x+2}$. The equations for $a_{\mathrm{h}}(k>3)$ are linear and, therefore, the singularities of their solutions can hold only at the focussing instant when $t=t_{1}$ and further at those instants when there are singularities in $a_{2}(t)$. If for these equations the initial conditions

$$
a_{k}\left(t_{0}\right)=C_{k 0}, \quad a_{k}^{\prime}\left(t_{0}\right)=C_{k t}, \quad k \geqslant 2
$$

are prescribed, such that the series

$$
\begin{aligned}
& \Phi_{z z}\left(z, t_{0}\right)=\sum_{k=0}^{\infty}(k+2)(k+1) C_{k+2,0} z^{k} \\
& \Phi_{z z i}\left(z, t_{0}\right)=\sum_{k=0}^{\infty}(k+2)(k+1) C_{k+2,1} z^{k}
\end{aligned}
$$

converge locally, then the problem posed for $\Phi(z, t)$ has $/ 3 /$ a unique locally analytic solution. The prescribing of conditions on $a_{k}\left(t_{0}\right), a_{k}{ }^{\prime}\left(t_{0}\right)(k \geqslant 2)$ is equivalent to prescribing conditions (2.2) and (2.3). Then from the uniqueness of the analytic solution follows the coincidence of the solutions of problem (2.1)-(2.3) and of the problem for $\boldsymbol{\sigma}(\mathrm{z}, t)$. By the same token we have proved that the free boundary on problem (2.1)-(2.3) for any $\gamma>1$ still moves with constant velocity for some time $t_{0} \leqslant t \leqslant t_{*}, t_{*}>t_{0}$

If the discontinuity prescribed at instant $t=0$ decomposes so as to form a locally analytic isentropic flow, then the right-hand sides of conditions (2.2) are uniquely determined by this flow. To find the instant $t_{*}$ it is necessary to describe in detail the convergence domain of series (2.4). A detailed investigation of this question is not presented here because of its awkwardness. We merely point out that the boundary point $t_{*}$ of the convergence domain of the series (as $t \rightarrow t_{*}$ the radius of convergence of the series tends to zero as some positive power of the difference $\left|t-t_{*}\right|$ ) coincides with the instant of origin of a singularity in the solution of Eq. (2.5) for $a(t)$. This fact is proved along the following scheme.

The solution of Eq. (2.5) can be majorized by a function of form

$$
M /\left[1-\left(t-t_{0}\right) / \rho\right]
$$

where the constant $\rho>0$ specifies the distance from $t_{0}$ to the closest singularity in $a(t)$ that can lie to the right or to the left of $t_{0}$. The solutions of the equations for $a_{k}(t)(k \geqslant 3)$ can be majorized by polynomials of

$$
v_{1}=1 /[1-2 t /(\gamma-1)], \quad v_{2}=1 /\left[1-\left(t-t_{0}\right) / \rho\right], \ln v_{1}, \ln v_{2}
$$

The degrees of these polynomials grow no faster than $A k$, where the constant $A$ is determined by the form of Eq. (2.1). Therefore, a boundary point of the convergence domain of the majorizing series, and, hence, of series (2.4), is the instant, closest to $t_{0}$, of the origin of singularities in the solution of the equation for $a(t)$. If such a closest instant is located, say, to the left of $t_{0}$, then by using the solution obtained we can set analytic initial conditions for $\Phi(z, t)$ at a new instant $t=t_{\theta}+\rho-\varepsilon$, where $\varepsilon$ is a positive quantity much less than
$\rho$. Having done this the number of times needed, we get that the instant of oxigin of a singularity to the right of the initial instant lies closer to it than the one found to the left. Consequently, the boundary points of the convergence domain of the series are the instant of origin of singularities in $a(t)$ independently of which side and of what distance from the initial $t_{0}$ they lie.

Note. Several terms (no more than two or three) of various asymptotic approximations of similar problems have been constructed and investigated earlier (*). If we look upon these terms as the start of infinite series, then in the notation adopted in the present paper these series are of the form

$$
\sum_{k=0}^{\infty} f_{k}(z / t) t^{k}, \quad \sum_{k=0}^{\infty} g_{k}(t)(z / t)^{0^{k} k}, \quad \sum_{k=0}^{\infty} h_{k}\left(z, t^{s}\right) z^{k}
$$

$\delta_{1}, \delta_{2}$ are constants. In the first case and in the second with $\delta_{1}=1, f_{0}, f_{1}, g_{0}, g_{1}, g_{2}$ coincide with the corresponding coefficients of series (2.4) if the latter starts off in analogous powers. If we have managed to construct recurrently all the $f_{k}, g_{k}, h_{h}$, then using the procedure proposed in the present paper and in /4/, we can most likely prove the convergence of these series in a neighborhood of the point ( $z=0, t=t_{0}$ ), $t_{0}>0$. However, as was obtained for series (2.4) and for series (1.2), when $\gamma \geqslant 3$ we need to expect that the point $t=0$ will be a boundary point for the convergence domain. Therefore, when $0 \leqslant t \leqslant t_{0}$ the convergence domain does not completely cover the region of the flow from the free boundary to the weak discontinuity.

Equation (2.5) is the so-called transport equation since it describes the behavior of the unknown function's gradient on a characteristic which in the case at hand serves as the free boundary separating the medium from the vacuum. Analogous equations in other variables have been derived previously for the cases $i=3$ and $i=2$ separately. The singular points of these equations have been analyzed with the aid of $f_{0}$ and $f_{1}$. Particular solutions have been obtained: $\gamma=\frac{1}{3}$ when $i=3$ and $\gamma=5 / 3, \gamma=2$ when $i=2$
3. Let us consider Eq. (2.5) for $a(t)$ and clarify the question on the instants at which singularities arise in the solution. We see that Eq. (2.5) admits of the special solutions

$$
\begin{aligned}
& a=0 ; \quad a=i[1-(i+1) t] /[(i+1) t(1-i t)] \quad \text { when } \quad \gamma=\gamma_{*}=1+2 / i \\
& a=[2(i-1)(\gamma-1)-4] /\left[(\gamma-1)^{2}(1-2 t /(\gamma-1))\right] \\
& a=1 /(t+C)
\end{aligned}
$$

where $C$ is an arbitrary constant. If when prescribing the initial conditions (2.2) the constants $C_{20}$ and $C_{21}$ are taken in accordance with the first three particular solutions found, then the focussing instant $t=t_{1}$ will be a boundary point for the convergence domain. If the constants indicated are chosen in accordance with the last particular solution, then the singularities on the free boundary will be at instants $t=t_{1}$ and $t=-C$. Since $C$ is arbitrary, we can take $C=0$. As the constants $C_{20}$ and $C_{21}$ we specify the values of $\partial^{2} c^{2} / \partial x^{2}$ and $\partial^{2} \Phi / \partial x^{2}$ at the point $\left(x_{0}, t_{0}\right)$. A countable collection of constants $C_{k 0}$ and $C_{k 1}(k \geqslant 3)$ still remain ; with their aid we can give the global behavior of the profiles $\Phi_{x}\left(x, t_{\theta}\right)$ and $e^{2}\left(x, t_{6}\right)$ : ensure the necessary monotonicity of the profiles, satisfy the conditions of continuity on the weak discontinuity, specify the mass of the medium moving at instant $t=t_{0}$, etc. Hence, under certain special initial data the free boundary moves with constant velocity for any $\gamma>1$ (if, of course, singularities do not arise outside the convergence domain of the series). In addition, in the planar case $(i=1)$ there are two particular solutions to Eq. (2.5) when $\gamma=3: a=1 /(2 t)$,
$a=(1-2 t) /[2 t(1-t)]$, with like asymptotic behavior as $t \rightarrow 0$. But these functions yield qualitatively different solutions of problem (2.1)-(2.3): the first is a rarefaction wave and the second is a flow in which an infinite gradient arises when $t=1$ Thus, the instant of origin of a singularity in the solutions of Eq. (2.5) essentially depends on the initial data.

For a subsequent analysis of the equation for $a(t)$ we can in standard fashion exclude $t$ from Eq. (2.5) and, next, lower the equation's order. We have hardly succeeded in computing the general solution of Eq. (2.5) /5/. With the replacement

$$
y(t)=\exp \left(\int_{i_{0}}^{t} a(t) d t\right)
$$

we obtain the problem

$$
[1-2 t /(\gamma-1)]^{(i-1)(\gamma-1) y^{\prime} y^{\prime \prime}}=C_{1} ; \quad g\left(t_{0}\right)=1, \quad y^{\prime}\left(t_{0}\right)=C_{4}, \quad C_{1}=a^{\prime}\left(t_{0}\right)+a^{2}\left(t_{0}\right), \quad C_{2}=a\left(t_{0}\right)
$$

convenient for a numerical analysis. The initial values $a\left(t_{0}\right), a^{\prime}\left(t_{0}\right)$ must be chosen from the solution of the discontinuity decay problem which has been solved with mathematical rigor only

[^1]for $1<\gamma<3$. The solution found when $t$ is close to zero is only slightly different from the solution in the planar case; therefore, for all $\gamma$ in the calculations we chose initial data corresponding to the centered wave /1/, i.e.,
$$
C_{1}=-2(\gamma-1) /\left[(\gamma+1) t_{0}\right]^{2}, \quad C_{2}=2 /\left[(\gamma+1) t_{0}\right]
$$
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Fig. 1 shows the graphs of the calculations of $y(t)$ for $i=3, t_{0}=0,01$. Curves $1-4$ correspond to the values of $\gamma: 1.4 ; 1.7 ; 2 ; 3$. For $\gamma \leqslant \gamma_{0}\left(\gamma_{0} \approx 1.72\right.$ when $i=2 ; \gamma_{0} \approx 1.45$ when $t=3$ ) the absolute value of the medium's velocity everywhere in the flow region is less than on the free boundary and the flow profiles are monotonic. When $\gamma>\gamma_{0}$ the absolute value of the medium's velocity immediately after the free boundary, beginning with the instant when $y^{\prime}(t)=0$, becomes larger than on the boundary, i.e., the medium next to the free boundary begins to accelerate and condense. When $t<t_{0}$ the singularity in the solution always arises at $t=0$. For $\gamma \leqslant \gamma_{*}=1+2 / i$ the instant of origin of the singularity, to the right of $t_{0}$, coincides with the focussing instant $t_{1}$. These values of $\gamma_{*}$ coincides with those found earlier (*). When $\gamma>\gamma_{*}$ an infinite gradient arises on the free boundary at the instant $t_{*}\left(0<t_{*}<t_{1}\right)$. Fig. 2 shows the function $x_{*}(\gamma)=1-t_{*} / t_{1}$ (the solid curve corresponds to $i=2$ and the dashed, to $i=3$ ). We recall that when $t=0$ the free boundary was located at $x=1$. Thus, when $\gamma \leqslant \gamma_{*}$ a boundary point for the convergence domain of the series is the point $x=0$, while when $\gamma>\gamma_{*}$, the point $x=x_{*}$.

To describe the whole flow region we can use for $0 \leqslant t \leqslant t_{0}$ the series (1.2) for $1<\gamma<3$ or the centered rarefaction wave for $\gamma>1$, for $t_{0} \leqslant t \leqslant t_{*}$ we can use series (2.4) in a neighborhood of the free boundary and the series for function $\Psi(r, t)$ in powers of $r$ in a neighborhood of the weak discontinuty /4/. All these solutions are well matched with each other in the middle part of the flow region. When $\gamma \geqslant 3$ the solution in a neighborhood of the free boundary has been constructed under an assumption on the corresponding decay of the initial discontinuity. Qualitatively, this solution is consistent with those found earlier: for large $\gamma$ infinite gradients arise sufficiently rapidly in the flow and the free boundary begins to accelerate. of course, we can use the series under the condition that in the middle part of the flow region no singularities arise. It can be shown that there will not be a weak discontinuity inside the flow region; therefore, it is necessary to observe only the origin of the free gradients. Rather obvious calculation by difference methods over the whole flow region showed that when $\gamma<\gamma_{*}$ there are no large gradients in the flow. When $\gamma \geqslant \gamma_{*}$ they arise on the free boundary at instants compatible with $t_{*}$. Fig. 3 shows the dependence of the square of the medium's velocity on $x$ when $i=3$. Curves $1,2,3$ correspond to the values: $\gamma=1.4, t=t_{1} ; \gamma=1.7, t=t_{*} \approx t_{1} ; \gamma=2$, $t=t_{*}<t_{1}$. When $\gamma>\gamma_{*}$ the flow's properties of being potential and isentropic are violated at the instant $t=t_{*}$. After this the free boundary begins to accelerate at the expense of the medium becoming denser. Therefore, for a further description of the motion it is necessary, in general, to use the complete system of equations of gasdynamics, possibly, to introduce shock waves or weak discontinuities, and to make use of the solution obtain in the present paper for prescribing the initial conditions at $t=t_{*}$. The question on whether the solution of this new problem is selfsimilar still remains open.

In this paper we have considered the case of cavity collapse, but the majority of the formulas and calculations carry over without the principal changes to the case of expansion

[^2](the vacuum is outside and the medium inside).
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